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a b s t r a c t

Carbon Capture and Storage (CCS) is one of the possible mitigation measures to reduce the CO2 emissions
produced from anthropogenic sources and thus help address the issue of global warming. Accidental CO2

releases may occur at any of the CCS stages, having potentially harmful consequences on the people who
work in the CCS facilities, the general public in their vicinity and the environment.

CFD is an increasingly used tool to investigate the behavior of released substances and predict the
consequences of hazardous scenarios. This information aids the development of mitigation methods to
minimize the consequences of an accident. The validation of numerical codes and models is a necessary
CS
O2

afety
as release

preliminary step before their application to safety and risk assessment analysis. In this context, numer-
ical simulations of CO2 release and dispersion field experiments were performed with a CFD code. The
experimental data were taken from the Kit Fox CO2 gas field experiments which were designed to inves-
tigate the effect of ground roughness of industrial process plants and of meteorological conditions on
the formation and extent of the CO2 gas cloud. This study presents a comparison between the simulation
results and the experimental measurements in order to assess the accuracy of the code with different

modeling approaches.

. Introduction

Carbon Capture and Storage (CCS) technologies seek to capture
he CO2 that would otherwise be emitted from large combustion
lants (primarily fossil fuel power stations, cement and steel plants)
nd store it for a long period of time and thus help address the issue
f global warming. CCS is an integrated process involving: capturing
O2 from plants, separation from other gaseous products, com-
ression at the capture facility, transportation and storage through

njection into geological structures. Accidental CO2 releases may
ccur at any of the aforementioned stages of the overall process
nd may pose a threat to humans and environment.

The ability to anticipate foreseeable accidental scenarios and
redict their consequences is a fundamental element in the assess-
ent of the risk of a process or technology. The difficulties in

dentifying accurately the hazards associated with a novel process
r technology, such as CCS, mainly originate from the limited opera-

ion experience. However, in the USA there are currently 74 projects
n which 33 million tones of CO2 are injected annually into oil fields
or Enhanced Oil Recovery (EOR). A more limited amount of CO2
s used for EOR projects in other countries. The IEA roadmap on
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CCS identifies a detailed scenario for the technology growth from
a handful of current large-scale projects to over three thousand
projects by 2050 [1]. The European Strategic Energy Technology
Plan (SET-Plan) [2] identifies the objective of demonstrating the
commercial viability of CCS technologies in an economic environ-
ment driven by the emissions trading scheme, and in particular,
to enable their cost competitive deployment in coal-fired power
plants by 2020 or soon after. The European Commission established
a strategy to support the development of CCS projects, includ-
ing the launch of a European Industrial Initiative on CCS [3] and
the co-financing of six large-scale projects through the European
Energy Programme for Recovery (EEPR) within the frame of the
European Economic Recovery Plan (EERP). Another EU financing
instrument for CCS projects is the New Entrants Reserve (NER300)
of the European Emissions Trading Scheme. The European Com-
mission initiated also the world’s first network of demonstration
projects (The European CCS Demonstration Project Network), to
encourage and facilitate knowledge sharing among the CCS projects
with the final goal of achieving commercially viable CCS by 2020.

If CCS technology is to be commercialized widely, safety issues

concerning all the stages of this technology should be addressed.
These issues have been mentioned several times in the European
Directive on the geological storage of CO2 [4]. Exposure to CO2 can
potentially lead to coma and even death, depending on the concen-
tration and exposure time. The CO2 Workplace Exposure Limits in
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Nomenclature

Co CO2 observed concentration (molar fraction)
Cp CO2 predicted concentration (molar fraction)
C average concentration over the dataset
cp specific heat capacity of dry air (1020 J/kg K)
g acceleration of gravity (=9.81 m/s2)
k turbulence kinetic energy (m2/s2)
L Monin-Obukhov length scale (m)
T temperature (K)
Tw ground temperature (K)
T* dynamical temperature (K)
u velocity (m/s)
u* friction velocity (m/s)
z height (m)
z0 roughness height (m)
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The numerical work was carried out with ANSYS–CFX version
ε turbulence dissipation rate (m2/s3)
� von Karman constant (=0.4)

he UK are: 0.5% (5000 ppm) for the 8 h Long Term Exposure Limit
nd 1.5% (15,000 ppm) for the 15 min Short Term Exposure Limit
5]. The exposure threshold at which CO2 is immediately danger-
us to human life or health is 70,000–100,000 ppm [6]. The largest
isaster in terms of fatalities due to accidental CO2 release was a
atural event. In 1986 a large cloud of CO2 was released from the
O2 saturated water of Lake Nyos in Cameroon due to a landslide,
illing 1700 people and 3500 livestock in nearby villages.

Numerical codes and models are increasingly used tools to
nvestigate the behavior of a released substance and predict the
onsequences of a hypothetical hazardous scenario. This informa-
ion aids the development of mitigation methods to minimize the
onsequences of an accident. Validation of numerical codes and
odels is a necessary preliminary step before the application of

he models/codes to safety and risk assessment analysis. In this
ontext, this work presents numerical simulations of a CO2 release
nd dispersion field experiment with the CFD code ANSYS CFX 12.1
7]. A systematic comparison between the simulation results and
he experimental measurements is presented in order to assess the
ccuracy of the numerical code and of the modeling approaches.
he experimental data were taken from the Kit Fox CO2 gas field
xperiments which covered ground level short-duration transient
nd continuous releases [8].
Previous numerical investigations aiming at the validation of
odes and models for gas field experiments include the work per-
ormed by Hanna and Chang [9], Hanna et al. [10], and Mazzoldi
t al. [11]. A clear indication from those previous numerical studies

Fig. 1. Layout of the modeled experimental site (with f
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is that the modeling of the obstacles and of the wind conditions
are influential parameters on the predicted gas concentrations.
Therefore, in this study it was decided to investigate both these
parameters and evaluate their impact on the simulation results.

2. Description of the Kit Fox experiments

The Kit Fox experiments were carried out in the summer of
1995 at the US Department of Energy (DOE) Nevada test site which
is a flat dry lake bed in the middle of the desert [8]. The experi-
ments were designed to investigate the effect of ground roughness
of industrial process plants and of meteorological conditions on the
formation and extent of the gas cloud caused by short and continu-
ous releases. Constructing a full scale mock-up of a typical refinery
or industrial plant was found impractical so the experimental field
was scaled down to 1:10. Two types of obstacle arrays were used
to represent the roughness typical of such a site; namely the URA
(Uniform Roughness Array) or large obstacles and ERP (Enhanced
Roughness Pattern) or small obstacles. The small obstacles were
approximately, 6600 and were distributed in 133 arrays. The large
obstacles were 75 and were distributed in 11 arrays. Both types of
obstacles were flat baffles facing the prevailing wind direction with
dimensions of 0.8 m width and 0.2 m height (URA obstacles) and
2.4 m width and 2.4 m height (ERP obstacles). To avoid channeling
of the flow along the baffle rows, the obstacles were staggered from
one row to the other. Additionally, 36 spires with 4.9 m height were
located just before the ERP and URA obstacles in order to decrease
the distance required for the boundary layer development.

The 1.5 m by 1.5 m CO2 release area was located in the middle
of the width of the arrays and 89 m from the beginning of the URA
(shown in Fig. 1). Concentration measurements were recorded by
84 sensors in 4 arrays located at 25 (array 1), 50 (array 2), 100
(array 3) and 225 m (array 4) downwind of the CO2 release. Mete-
orological measurements were made on towers inside and outside
the obstacle arrays. A full description of the experiments and data
processing can be found in [8].

The experimental test selected for validation of the CFD code
was a short-term (20 s) CO2 release. The details of the experimental
conditions of the test are shown in Table 1. The maximum reported
CO2 concentration was 8500 ppm at the sensor closest to the release
area.

3. Description of the simulations set-up
12.1 [7]. Turbulence was modeled using the standard k-epsilon
model. The convective and temporal terms were discretised with
2nd order accurate schemes. Convergence was controlled by set-
ting a target value of the normalized equation residuals equal to

ully resolved URA and ERP obstacles and spires).
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Table 1
Experimental conditions of the selected case for CFD validation.

Experimental conditions

Release duration (s) 20
Release rate (kg/s) 3.65
Total mass released (kg) 73
Release temperature (K) 298
Ambient temperature (K) at 2 m 304
Ground temperature (K) 302
Average wind speed (m/s) at 2 m 1.14
Type of obstacles present URA and ERP
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Pasquil-Gifford stability class F (stable)
Friction velocity (m/s) 0.21
Roughness length for URA only configuration (m) 0.03
Monin-Obukhov length (m) 17

0−4. The size of the time step was bound with a minimum and
aximum of 10−4 and 10−1 s respectively.
Table 2 shows the cases used for investigating the effect of the

odeling approach of the wind conditions and the obstacles on
ite. In Cases 1, 2 and 3 both URA and ERP obstacles were fully
esolved on the computational mesh whereas in Case 4 only the
RP obstacles were fully resolved. In this case the URA obstacles
ere substituted by a roughness height of 0.03 m as suggested by

he experimental description. In Cases 2 and 4 the wind had a con-
tant in time average profile calculated based on the experimental
ata. In Case 3, the wind profile was kept constant but with double
verage velocity compared to the one used in Cases 2 and 4 in order
o investigate the effect of a different wind velocity on the simula-
ion results. Finally, in Case 1 the wind profile varied in time. The
pproach used to calculate the temporal variation of the wind is
xplained in Section 3.2.

.1. Domain and mesh

The mesh generation was realized with the commercial
oftware Gridgen version 15.15 from Pointwise Inc. [12]. The small-
ized URA obstacles were resolved in the computational mesh by
sing solid faces (baffles) of zero thickness. As can be seen from
ig. 1, the computational domain was extended far from the exper-
mental site to reduce the effect of the boundary conditions on the
imulations. The dimensions of the computational domain were
85 m length by 240 m width by 50 m height whereas the experi-
ental facility had 314 m length and 120 m width. The mesh was

etrahedral unstructured. The size of the mesh was 1,900,000 nodes
or Case 4 and 2,500,000 nodes for the rest of the cases. Appropriate
efinement close to the ground and the obstacles was chosen for all
ases.

In order to check grid independence, two simulations were per-
ormed with 2 finer grids for Case 4. Given the prohibitively long
omputer run-time, it was possible to investigate grid indepen-
ence only for Case 4 and only for a region of the computational

omain. The approach of investigating the grid independence only

n a region instead than in the whole computational domain for
ases that require high computational resources was presented
y several authors including Blazek [22] and Ferziger and Peric
23]. The grid refinement was performed in the region close to the

able 2
imulation cases.

Case Wind profile Obstacles on
computational mesh

1 Variable in time URA and ERP
2 Constant in time URA and ERP
3 Constant in time with

double average velocity
URA and ERP

4 Constant in time ERP
ous Materials 190 (2011) 268–275

ground where both the obstacles and the sensors are located and
where a higher resolution might be required in order to achieve a
better accuracy. In the 1st refined mesh, the number of nodes was
doubled in the selected region as compared to the initial simulation.
Originally the region contained 1,000,080 nodes while the whole
mesh consisted of 1,899,000 nodes. The refinement resulted in
1,000,080 additional nodes in the selected region. The 2nd refined
grid was generated by further refining the computational mesh and
this refinement produced 2,715,000 additional nodes compared
to the initial simulation. A comparison between the results of the
successive refinements was carried out, sensor by sensor and the
averaged difference of the results (maximum CO2 concentration in
the sensors) between the original coarser grid and the two refined
grids is about 3%.

3.2. Boundary and initial conditions

A no-slip condition was applied on the ground using the default
wall functions of the code. An outlet boundary condition was
applied at the plane opposite the wind inlet. A symmetry boundary
condition was set to the lateral planes and a slip boundary condi-
tion was assigned at the top plane as suggested in [13]. An inlet
boundary condition was set at the CO2 release source based on the
experimental description (Table 1).

An inlet boundary condition was assigned to the plane located
at the prevailing wind direction (see Fig. 1) where the variables
assumed either a constant in time profile (Cases 2, 3 and 4) or a spec-
ified varying in time profile (Case 1). A description of the profiles is
given below.

The conditions of the wind velocity, temperature, turbulence
and its dissipation for the inlet wind plane were calculated using
the Monin–Obukhov similarity theory as described in [14,15] (a
description of the symbols is given in the nomenclature):

u (z) = u∗
�
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u∗ =
√
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where C� = 0.09, � = 0.4 and for stable atmospheric conditions the
functions ˚m and ˚h have the following form:

˚m

(
z

L

)
= 1 + 5

z

L
, for

z

L
≥ 0 (7)

˚h

(
z

L

)
= 1 + 4

z

L
, for

z

L
≥ 0 (8)

The variation of the friction velocity and dynamical temperature
(u* and T*) with time was calculated using the experimental values
of u and T at the available monitoring points using Eqs. (1) and (2).

The profile over time of these 2 quantities that resulted in the best
fit of u and T at the monitoring points was selected as input for Eqs.
(1)–(4) which in turn were used as boundary conditions at the inlet
wind plane. Figs. 2 and 3 show the resulting velocity profile at the
wind inlet plane at 2 m height over time and at 10 s over height
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Table 3 shows a summary of the performance of the simulations.

For each case the values of the statistical indicators were grouped
for each of the 4 arrays separately and for all the sensors (over-
Fig. 2. Temporal variation of velocity at 2 m height of the wind inlet plane.

espectively. For the cases with constant wind profile, the fric-
ion velocity and dynamical temperature were assigned a constant
alue as suggested in the report of the experimental description
8]. It should be noted that for the specific experimental test the
ariation of the direction of the wind was not significant enough to
e modeled. Therefore, in all cases the wind direction was assumed
onstant and as shown in Fig. 1.

The initial conditions of the wind field over the computational
omain were the same as the boundary conditions at the wind inlet

n order to initialize the flow field uniformly.
The CO2 release started 50 s from the beginning of the simulation

n order to allow the wind flow field to develop over the com-
utational domain before releasing the gas. This time was found
ufficient to ensure a developed wind flow field. Additionally, for
he case with varying wind velocity and temperature profiles, the
umerical results were compared with the experimental data at
he 4 meteorological masts throughout the simulation time. The
greement was quite satisfactory.

. Statistical performance indicators

Statistical performance indicators for the ratio of the maximum
bserved (Co) and maximum predicted (Cp) CO2 concentrations
t each sensor for each array were used in order to evaluate the
erformance of the simulated cases in a systematic way. These
ndicators were recommended by Chang and Hanna [16] for evalu-
ting air dispersion models and a short description of them is given
elow:Geometric Mean Bias (MG): measures relative mean bias
nd indicates only systematic errors based on a logarithmic scale.

Fig. 3. Velocity profile at 10 s of the wind inlet plane.
ous Materials 190 (2011) 268–275 271

Values of 0.5 and 2.0 can be thought of as ‘factor of two’ over- and
under-predictions in the mean, respectively. It has a value of 1 for
an ideal model performance.

MG = exp (ln Co − ln Cp) (9)

Geometric Mean Variance (VG): measures relative scatter. It has
a value of 1 for an ideal model performance.

VG = exp

⌊(
ln Co − ln Cp

)2
⌋

(10)

Fraction within a factor of 2 (FAC2): fraction of data that satisfy the
following relationship:

0.5 ≤ Cp

Co
≤ 2.0 (11)

The CO2 concentration was measured with high (with
0–5 × 10−2 m3/m3 or 0–15 × 10−2 m3/m3 measurement range) and
low (0–2 × 10−3 m3/m3 or 0–2 × 10−2 m3/m3 measurement range)
concentration sensors. During the processing of the results, the
reported experimental values that were lower than the accuracy
(1% of full range) of the sensors were not taken into account and
thus their respective predicted values of all the cases were also
excluded (in total 7 sensor readings). For the calculation of MG
and VG, Chang and Hanna [16] suggested to set a lower bound for
both observed and predicted concentrations because these indica-
tors are highly influenced by extremely low values. The suggestion
was followed and the predicted values with concentration below
the detection limit were substituted by the detection limit of the
respective sensors.

5. Results and discussion

Figs. 4 and 5 show a comparison between the experimental
CO2 concentration readings with the simulation results for the
sensors closer to the release area (i.e. 25 m far in the x direction
and at the center of the array) at z = 0.3 m and z = 1.2 m for Case 1
(sensors P1001 and P1003 respectively). The graphs show a good
agreement between the simulation and the data. The prediction of
the concentration peak is about 15 s earlier than the experimen-
all performance). The table also shows the maximum volumetric

Fig. 4. Comparison of experimental CO2 concentration readings with simulation at
sensor P1001 (release starts at 50 s).
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Table 3
Summary of simulations’ performance using statistical indicators; the acceptable range is given in the last row. Values
outside the acceptable range are highlighted in yellow.

Array (distance from 
release in m) MG VG FAC2 C max (v/v/)

C
as

e 
1

1 (25) 0.67 1.28 0.85

2 (50) 1.11 1.53 0.84

3 (100) 1.13 1.49 0.68

4 (225) 1.88 2.35 0.57

Overall 1.00 1.50 0.77 0.015

C
as

e 
2

1 (25) 1.14 2.03 0.76

2 (50) 1.08 1.66 0.73

3 (100) 1.21 2.23 0.78

4 (225) 3.03 9.16 0.43

Overall 1.27 2.31 0.73 0.012

C
as

e 
3

1 (25) 1.58 3.04 0.62

2 (50) 1.78 3.55 0.37

3 (100) 1.78 4.89 0.58

4 (225) 3.65 13.67 0.14

Overall 1.84 4.27 0.48 0.014

C
as

e 
4

1 (25) 1.13 2.28 0.62

2 (50) 1.09 1.52 0.89

3 (100) 1.36 2.20 0.68

4 (225) 3.22 7.83 0.28

Overall 1.32 2.29 0.68 0.013

VG

VG

c
t
o
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t
s
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b
a
a
t
m
d
t

Acceptable range  and 
ideal value [16]

0.7<MG<1.3

MG=1

oncentration Cmax predicted for all cases. The highest concen-
ration was predicted in Case 1, however the difference with the
ther cases was only 20%. The overall performance of Case 1 and
was within the range of the acceptable criteria as suggested by

hang and Hanna with Case 1 performing better than the rest of
he cases for all the criteria examined. For Case 4 MG is just out-
ide the acceptable range (MG = 1.32) while the other two statistical
ndicators are within that range. FAC2 is the most robust indicator
ecause it is not highly influenced by high and low values. As can
e seen from the table, in Case 1 77% of the sensors were within
factor of two of the observations following by Case 2 with 73%

nd Case 4 with 68%. For Case 3 the MG and VG values were higher

han the maximum acceptable while the FAC2 was lower than the

inimum acceptable. This case is the same as Case 2 but with a
ouble average velocity than the average experimental value and
herefore it was expected to perform the worst. For all cases FAC2
<4

=1

0.5<FAC2<2

FAC2=1

had the lowest value in the array 4 as compared to the rest of the
arrays.

The following figures (Figs. 6–8) show the values of MG versus
VG for Cases 1, 2 and 4. Case 3 is not included as this case failed
to meet the acceptance criteria in terms of the overall statistical
indicators as shown in Table 3. The parabola represents the mini-
mum possible value of VG corresponding to a particular MG due to
systematic bias. All points must lie either on the parabola or inside.
The points close to the parabola indicate systematic errors whereas
the ones close to the central axis (MG = 1) indicate dispersion of
the results. Points on the left hand side of the central axis indi-
cate a tendency of the simulation results to over-prediction while

the opposite tendency occurs for the points on the right hand side.
For a perfect agreement between the simulation results and the
experimental data, the point should be in the parabola vertex (1,1).
In all cases, the results showed a trend of decreasing numerical
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Fig. 5. Comparison of experimental CO2 concentration readings with simulation at
sensor P1003 (release starts at 50 s).

Fig. 6. Plot of geometric mean bias (MG) versus geometric mean variance (VG) for
Case 1 (fully resolved obstacles and variable with time wind profile). The maximum
experimental concentration in array 4 was 650 ppm which is almost one order of
magnitude smaller than the lowest exposure limit.

F
C

a
p
o
t
(
t
c
m

Fig. 8. Plot of geometric mean bias (MG) versus geometric mean variance (VG) for
Case 4 (fully resolved ERP obstacles, roughness instead of URA obstacles and constant
with time wind profile).

predicted concentrations of the most demanding and the least
ig. 7. Plot of geometric mean bias (MG) versus geometric mean variance (VG) for
ase 2 (fully resolved obstacles and constant with time wind profile).

ccuracy downwind from the source with the results from array 4
erforming the worst for all cases as shown by the increasing value
f VG. The behavior in the last array (array 4) is partly expected as
he maximum observed CO concentration in the array is very low
2
650 ppm). Values lower than 650 ppm get closer to the limits of
he numerical accuracy. Additionally, the mean annual background
oncentration is currently about 380 ppm for clean air during well-
ixed daytime conditions and during the night it can increase by
Fig. 9. Scatter plot of observed versus predicted concentrations for Case 1.

100–200 ppm due to biogenic sources [21]. Thus detecting rela-
tively modest changes in CO2 concentrations above the background
level is a quite demanding task. On the other hand, the exposure
concentration thresholds range from a value of 100,000 ppm for
1–2 min of exposure time to 5000 ppm for an exposure of 8 h [5,6].
The maximum concentration recorded in the last array (650 ppm)
is still one order of magnitude smaller than the lowest threshold
of 5000 ppm. Therefore the decreasing accuracy of the code in that
range of concentrations should not have a significant impact on a
consequence analysis based on the CFD results.

As expected, the results of Case 1 were the ones with the least
scatter and bias due to a complete representation of the obstacles
in the computational mesh and to a more accurate description of
the wind condition in the simulation. However the computational
effort for Case 1 was the highest among all cases. The simulations
were run on an Intel® Xeon® CPU X5570 @ 2.93 GHz system with 8
CPUs and the HPMPI communication method. The total simulation
time for Case 1 was almost 25 days whereas the time was reduced
by 2/3 when the constant in time wind profile was used (Case 2 and
3) and was further reduced by almost half when the URA obstacles
were substituted by a ground roughness (Case 4).

Figs. 9 and 10 show the scatter plots of observed versus
demanding case in terms of computational effort (Case 1 and 4
respectively). Ideally, in a simulation with results perfectly match-
ing the experimental data, all points should lie on the black line. The
two blue lines define an acceptable scatter range corresponding to
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Fig. 11. Contours of CO2 exposure thresholds at 10 s after the beginning of the
release (Case 1). The exposure thresholds are: (a) 8 h Long Term Exposure Limit:
0.005 m3/m3, (b) 15 min Short Term Exposure Limit: 0.015 m3/m3 and (c) immedi-
ately dangerous to human life concentration threshold: 0.07–0.1 m3/m3.

Fig. 12. Contours of CO2 exposure thresholds at 10 s after the end of the release
(Case 1) (release duration: 20 s).
Fig. 10. Scatter plot of observed versus predicted concentrations for Case 4.

factor of 2 for over and under prediction. As mentioned before,
he lowest exposure limit for CO2 is set to 5000 ppm (0.005 m3/m3).
ince the main scope of this work was to assess the accuracy of the
ode and validate its performance for future CO2 safety studies a
easonable range of concentration of interest can be set higher than
.001 m3/m3. The figures show that generally, the sensors located

n the last 2 arrays had the largest scatter whereas their respective
oncentrations were less than 0.001 m3/m3. A comparison between
he two figures shows that the added value of the results is not
ounterbalanced by the high computational effort for the relevant
oncentration levels (>0.001 m3/m3). However, in order to gener-
lize this conclusion, more experimental tests should be simulated
nd analyzed following a similar approach since in the current work
ne experimental test was used, which covered a short CO2 release
ith a wind velocity profile having a maximum and a minimum not
igher than 50% of the average wind velocity (see Fig. 2). Another
elevant parameter is the effect of the variation of the direction of
he wind. In the present work, this parameter was not investigated
ince the variation during the experimental test was insignificant.

The 3.65 kg/s CO2 release rate of the present study is compara-
le to the one that could be expected from a small leak of a CCS
ipeline at high pressure. For example, Mazzoldi et al. [17] cal-
ulated a 3.7 kg/s CO2 release flow rate from a 10 mm leak of a
ipeline at 10 MPa pressure. Nevertheless it must be emphasized
hat although the release flow rate is similar in the two cases, the
ow conditions in the vicinity of the leak are different. In a leak of
igh pressure CO2, the flow is released at choked conditions. Addi-
ionally, if the CO2 is in a supercritical state the release will involve
hase changes. Therefore the release that was simulated in this
tudy can represent the mixing of CO2 with air and the dispersion
f the toxic cloud but it cannot represent the flow conditions in
he region close to the leak. The Kit Fox experiments were selected
ue to the lack of more representative experiments to CCS acci-
ental scenarios in the available scientific literature. Experiments
ound in the literature involving a high pressure or supercritical
O2 were aimed at calculating the release conditions at the leak
nd not the dispersion of the cloud in the far field [18–20]. Also,
O2 geo-sequestration experiments have been reported recently
21]. These experiments were designed to provide information for

onitoring geo-sequestration rather than an accidental case that

ould pose a direct threat to human life and the environment and
hus they involved a slow CO2 gas release (0.5–1.2 g/s) whereas the
urthest measurements were taken 30 m from the source.

The figures below show the extent of contours of CO2 exposure
hresholds at 10 s after the beginning of the release (Fig. 11) and
Fig. 13. Time evolution of CO2 cloud volume with immediately dangerous to life
concentrations (Case 1).

at 10 s after the end (Fig. 12) for Case 1. At 10 s after the beginning
of the release there is a CO2 cloud close to the release area that
is immediately dangerous to human life (7 × 10−2 to 10−1 m3/m3).
The length of this cloud is approximately 8 m. After 10 s from the
end of the release the same cloud has approximately 6 m length
whereas the cloud with a CO2 concentration threshold for 15 min
exposure limit (15,000 ppm) is approximately 17 m long in the
direction of the wind and 11 m in the opposite direction. It has to be
emphasized that the development of the 15,000 ppm cloud is not
relevant in this case because its residence time is smaller than the
exposure limit (15 min) for that concentration threshold.

The following figure (Fig. 13) shows the time evolution of the
CO2 cloud volume with concentrations greater than 70,000 ppm
and 100,000 ppm which are considered as immediately dangerous
to human life. These two clouds disappear at approximately 25 s

and 15 s from the end of the release respectively. Finally, the sim-
ulation showed that after approximately 80–90 s from the end of
the release no CO2 clouds with exposure threshold concentrations
were present in the field.
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As a last consideration, this validation exercise provides relevant
ndications on the model accuracy and on the safety margins that
hould be used in case of application of the code/model to a real
ccident scenario with conditions similar to those in the selected
xperiment. If a modeling approach similar to Case 4 (i.e. constant
ind profile and a roughness on the mesh representing small obsta-

les) is applied, then the exposure thresholds should be modified
ccording to the results shown in Table 3. For example, the VG = 2.29
n Case 4 is equivalent to an average ratio between the experimen-
al data and the simulation results equal to 2.48. It is advised to

ultiply and divide the toxic threshold by roughly 2.5 to arrive at a
onservative estimate of the development of the size and position
f the toxic cloud.

. Conclusions

The numerical results of a short CO2 release from the Kit Fox
xperiments were compared in a systematic way against data in
rder to evaluate the accuracy of the CFX 12.1 code. Two parame-
ers were identified from the literature review as among the most
nfluential in modeling large scale gas field experiments; the mod-
ling approach for the description of the wind conditions and the
ne for representing the presence of obstacles in the computational
esh. It was decided to investigate both of them by simulating 4

ases and comparing the results with the selected experiment. In
of the cases both small and big obstacles were fully resolved on

he mesh with a variable wind profile, a constant profile and a con-
tant profile with double wind velocity than the averaged in time
xperimental one. In the last case, the small obstacles were substi-
uted by an appropriate roughness height having a constant wind
rofile.

The results were evaluated using statistical performance indi-
ators for the ratio of the maximum observed to predicted CO2
oncentrations. The statistical indicators showed that there is a
rend of decreasing numerical accuracy with downwind distance
rom the source with the results of the furthest array (225 m away
rom the source) performing the worst for all cases. The results
f the case with a variable wind profile and fully resolved obsta-
les had the least scatter and bias. However, the computational
ffort was the highest among all cases. Bearing in mind that the
cope of this work is to evaluate the performance of the code
nd the different modeling approaches for future CO2 safety stud-
es, the cases with constant wind and a roughness instead of the
mall obstacles produced results within the acceptable range as
ell, for concentration readings higher than 1000 ppm. Finally, the

ase with double constant wind profile performed the worst and
n general did not meet the acceptable criteria of the statistical

ndicators.

Future work should include numerical simulation with a wide
ange of weather conditions and duration and direction of the
elease. As soon as experimental data of release and dispersion of
igh pressure or supercritical CO2 become available in the scientific

[

[
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literature, validation of the current CFD models and codes would
be continued.
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